IGE-Net: Inverse Graphics Energy Networks
for Human Pose Estimation and Single-View Reconstruction
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Human Pose Lifting 3D Single View Reconstruction

Abstract

Inferring 3D scene information from 2D observations is an open problem in com- - Depth Pooling(7®)
puter vision. We propose using a deep-learning based energy minimization — T
framework to learn a consistency measure between 2D observations and a proposed X
world model, and demonstrate that this framework can be trained end-to-end to pro- v
. L ; -CNN,
duce consistent and realistic inferences. We evaluate the framework on human pose > =5 .
estimation and voxel-based object reconstruction benchmarks and show competitive (1) i
results can be achieved with relatively shallow networks with drastically fewer Y 5 - it Pootina ) NN
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learned parameters and floating point operations than conventional deep-learning (=5 - C 2
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approaches. s , i
Energy Prediction Networks [1] o Initial estimate y¥¥ based on a simple MLP [2]. iz
o iy and Ey are both shallow MLPs with relatively few parameters. )
: : e Pairwise-distance preprocessing enforces invariance to rotation and translation. o
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(red) with respect to (orange) using label the energy function Camera View el @ ® ( ght): input imag ov TP
proposed solution. information (dashed). (blue). - o Jane bl
Novel View s Resolution 32 64 128 256 32 64 128 256 32 64 128 256
Joint er.ror VS. computational.efflciency. Size OGN; [3 64 1 77 1 78 7 76.6 i } i } i i i i
Inferred pose (solid) and ground truth (dotted). proportional to number of trainable parameters. MAT, [4] 683 784 794 796 367 488 580 596 386 423 435 413
~ (1) Low, left and small are good. GE-MNy;; 578 688 728 733 296 448 529 544 336 440 478 482
Y GE-14,, 570 709 740 752 305 478 575 573 348 465 527 505
- (2) +~ 100x fewer parameters than baseline MLP model GE-MN, 570 703 762 752 307 479 587 581 336 459 506  50.2
X y o GE-14, 584 712 765 765 301 492 605 620 350 464 522 521
+ACCUT&CY can be traded off for computation n the same model Mean loU (in %) trained at different resolutions and evaluated at 256°.
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An unrolled optimization layer is defined by some learnable energy function £ and update step f and maps observed features x
and an initial prediction ¥\ to a sequence of refined predictions y'*).

. Error within 10% in 4 steps (~ 10x fewer ops), comparable at 16 (~ 3x fewer)
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tensorflow implementation
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— Requires known camera intrinsics

— Inherently iterative — potentially slower on accelerators like GPUs. github.com /jackd /ige
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